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Abstract

The human auditory system evolved into a structure that provides sharp frequency
tuning while transforming sound into a neural code that is optimized for speech
understanding in challenging acoustic environments. Employing hallmark features
of human hearing in audio applications might thus leverage these systems beyond
what is currently possible with purely data-driven approaches. A key requirement
for such bio-inspired audio applications is a fully differentiable closed-loop system
that includes a biophysically-realistic model of (hearing-impaired) auditory pro-
cessing. However, existing state-of-the-art models introduce tonal artifacts within
their processing that end up as detrimental audible artifacts in the resulting audio
application. We propose a solution that improves the architecture of CNN-based
auditory processing block to avoid the creation of spurious distortions, while we
optimize computations to ensure that the audio applications have real-time capa-
bilities (latency <10ms). We provide a proof-of-principle example for the case of
closed-loop, CNN-based hearing-aid algorithms, and conclude that CNN-based
auditory models embedded in closed-loop training systems hold great promise for
the next generation of bio-inspired audio applications.
Keywords: human-inspired, closed loop, deep neural network, audio processing,
artifacts

1 Introduction
The human auditory system, with its intricate and sophisticated mechanisms for sharp frequency
selectivity, has long been a source of inspiration for audio processing techniques. For example,
the Mel-Frequency Cepstral Coefficients (MFCCs) are a widely-used feature extraction method in
Speech Recognition, as they provide a compact, noise-robust representation that mimics human
auditory filtering [1]. Biophysically-inspired speech enhancement models furthermore demonstrate
stronger robustness at negative signal-to-noise ratios (SNR) than standard models with spectrogram
and waveform features [2, 3]. Lastly, [4] proposed a bio-inspired DNN-based closed-loop framework
that is capable of restoring all hearing-loss cases, while including realistic audio processing models.
The autoencoder-based model (CoNNear) that is used within the closed-loop system comprises
a differentiable description of the cochlea, inner-haircell (IHC), and auditory-nerve fiber (ANF)
processing stages, derived from a biophysically realistic mechanistic auditory model [5] to train
DNN-based hearing aid (HA) algorithms (fig. 1a).

Even though the HA models trained by the framework in [4] are capable of compensating
for different sensorineural hearing loss aspects, the network produces audible artifacts that
compromise the sound quality of the HA model. In these autoencoder-based auditory models
(CoNNearcochlear, CoNNearIHC and CoNNearANF), the undesired artifacts originate from the
transposed convolutions in the decoder [6]. When the different CoNNear elements are placed in
cascade, the distortions will propagate throughout the closed-loop system, and become overamplified
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and audible. The artifacts associated with CoNNear processing thus prevent the bio-inspired
closed-loop system for audio applications.

Several alternative upsampling techniques for transpose convolution have been proposed to
eliminate the artifacts. Interpolation + convolution can substitute the transposed convolution [7]. But
it still shows obvious artifacts. The subpixel CNN was proposed based on reshape +convolution as an
efficient upsampling layer [8, 9] but introduces tonal artifacts due to the periodic shuffle operator
[8]. [10] proposed a WaveNet-based model to approximate the IHC receptor potentials that used
dilated convolutions to avoided the upsampling operation. However, the WaveNet-based model still
produces undesired tonal artifacts that can become audible.

We propose a new CoNNear (dCoNNear) inspired by temporal convolutional networks (TCN) [11]
and deep feedforward sequential memory networks (DFSMN) [12]. It comprises a sequence of
stacked memory blocks. For each memory block, depthwise dilated 1-D convolutions are employed
to model the long-term dependencies of audio processing (e.g. cochlear impulse response and
neuronal adaptation) while avoiding the need for upsampling in original CNN-based systems. The
dCoNNear architecture is applied to all auditory processing stages including cochlear, IHC, and ANF,
as well as a full closed-loop system used to train a hearing-aid signal processing (HA-model) as
shown in fig. 1a. We show that dCoNNear cannot only accurately simulate all processing stages
of non-DNN-based SOTA biophysical auditory processing, but also does so without introducing
spurious and audible artifacts in the resulting audio application. Our simulations and provided sound
examples show that the HA-models trained from this new system generate no audible artifacts. The
dCoNNear-based human-inspired closed-loop system has low latency (<10ms) capabilities and hence
fosters the advancement of sophisticated audio processing algorithms.
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Figure 1: The dCoNNear-based human-inspired closed-loop system (a) Diagram of the human-
inspired closed-loop framework exemplified for designing the individualized hearing-aid models. (b)
The block diagram of the dCoNNear. (c) The diagram of the memory block.

2 Artifacts analysis
The artifacts associated with the autoencoder-based CoNNear, herein referred to as "prior CoN-
Near", were examined at each distinct auditory processing stage: CoNNearcochlear, CoNNearIHC
and CoNNearANF. The reference for identifying and quantifying these artifacts comes from the
deterministic auditory computational models [5], which were used as targets during prior CoNNear
training. We used pre-trained prior CoNNear models from [13, 14] in the analysis and the evaluating
stimuli were not part of the training materials for prior CoNNear.

Figure 2 (a-c) illustrate the frequency responses across different auditory stages given a 1kHz tonal
input. Figure 2d shows the output of the HA model trained with the prior CoNNear framework to
compensate the HI type "Slope35-7,0,0" in [4]. The prior CoNNear-based models exhibit spectral
peaks in the magnitude spectrum of the cochlear, IHC, and ANF responses that are not present in the
target model. The origin of these discrepancies can be attributed to kernel overlap during striding
in the transposed convolution, leading to non-uniform output space coverage. This unevenness can
produce unnatural oscillations or tones [8]. During training to minimize NH and HI AN responses,
the HA models therefore incorporated tonal artifacts as shown in fig. 2d. Such artifacts, which are not
inherently related to auditory processing, should be avoided in neural network-based auditory models.
While there are different methods available to circumvent the problem of distortions created by the
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upsampling operation, none of the existing methods removes the tonal artifacts while maintaining the
quality of cochlear processing.
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Figure 2: The 1kHz tone response at different auditory processing stages compared against the target
model for normal-hearing (a-c). d The 1 kHz tonal input against the output of HA model trained
from prior CoNNear-based framework.

3 Artifact-free dCoNNear-based closed-loop system
The artifact-free dCoNNear-based closed-loop framework for individualized DNN-based HA model
training is shown in fig. 1a. It consists of two pathways: One corresponding to the auditory nerve
(AN) response rf of an NH auditory system, and one corresponding to the response r̂f of a HI system.
The HA model was trained by minimizing a pre-defined loss function between the simulated NH and
HI responses [4]. All auditory elements and HA models are based on dCONNear topology.

Motivated by the temporal convolutional network (TCN) [11] and deep feedforward sequential
memory networks (DFSMN) [12], we propose the dCoNNear as illustrated in fig. 1b. The dCoNNear
comprises a sequence of stacked memory blocks with dilation factors exponentially increasing, which
enables the network to capture long-term dependencies. M memory blocks with dilation factors
2m−1 are repeated R times, yielding a total of N = M * R blocks. Residual connections are employed
between the memory blocks to facilitate the learning process by mitigating the vanishing gradient
problem. The skip connections are added to aggregate the outputs of each memory block through a
weighted summation. The resulting values are subsequently directed to a non-linear activation and
convolutional layer to obtain the model outputs.

The architecture of the memory block (Figure 1c) shows how the inputs from the preceding block
undergo processing through pointwise convolution, followed by depthwise convolution with dilation
factors of 2m−1. The combined outputs from the pointwise and depthwise convolutions are then
summed up and passed through an activation function. The final outputs of the memory block,
obtained after the pointwise operation, serve as the inputs to the subsequent block and the skip
connection paths. The cochlear and IHC models are architecturally congruent with the dCoNNear
topology. The branched ANF model is employed to predict three ANF types respectively [4], with
the first M blocks serving as shared layers. Each branch, equipped with M blocks, predicts different
ANF types independently. The AN summed response rf is derived by summing up the three ANF
responses. The details of each model are shown in table 1.

To illustrate an example of audio processing, it is important to use our individualized HI audio
processing model inside the closed-loop system (fig. 1a). For our example, we adjusted the NH
auditory modules to simulate different degrees of out-hair-cell (OHC) loss and cochlear synaptopathy
(CS). To simulate OHC loss, the NH cochlear model undergoes retraining through transfer learning,
based on a specific gain-loss profile. The NH AN response rf is derived by summing up the three
ANF responses which are multiplied by Hr = 13, Mr = 3, Lr=3. To simulate CS, modifications are
made by adjusting the values of Hr, Mr, and Lr.

Models M R K H Activation parameters L Ll Lr

dCoNNearcochlear 4 3 64 512 tanh 6.7M 2560 256 256
dCoNNearIHC 4 2 32 128 tanh 0.3M 2560 256 256
dCoNNearANF 8 2 16 32 ReLU 0.1M 16384 7936 256

HA-model 4 3 32 256 tanh 1.5M 16384 7936 256
Table 1: Hyperparamters of the dCoNNears and HA-model. K denotes the kernel length of the 1-D
dilated convolutional layer in each memory block; H indicates the channel number of hidden layers;
L, Ll, and Lr represent the input length, left context, and right context, respectively
4 Experiments
To train the auditory (cochlear, IHC and ANF) and HA models, we used 2310 randomly selected
samples from the TIMIT speech corpus [15] which provides an adequate representation of the
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acoustic diversity of speech while being phonetically balanced. The training targets for cochlear,
IHC and ANF were the outputs of a biophysical transmission line (TL) model [5], an analytical
Hodgkin–Huxley-type IHC model [16], and a three-store diffusion model of the ANF synapse [17],
respectively. The input signals to the nonlinear TL model were generated by upsampling the original
16 kHz audio materials to 100 kHz and adjusting their root mean square (RMS) energy to 70 dB
SPL. The input signal and TL-model outputs were then re-sampled at 20 kHz to train dCoNNear. The
training strategies of [14] were followed to train the dCoNNear and the loss function optimized with
the mean absolute error (MAE) between the analytical and predicted dCoNNear outputs.

The trained dCoNNears simulate cochlear responses corresponding to 201 center frequencies between
100Hz and 12 kHz. When training the HA model, NCF = 21 equally spaced frequency channels
were selected out of the 201 to speed up the training procedure. The HA-model was optimized
with the mean squared error (MSE) between dCoNNear-simulated NH and HI AN responses, while
dCoNNears elements were kept frozen. A learning rate of 0.0001 was used with an Adam optimizer
[18] and the entire framework was developed in PyTorch.

5 Results
We comprehensively evaluated the dCoNNear elements using stimuli absent from the training
material and adopted in auditory neuroscience to quantify key properties of the auditory system.
QERB describes level-dependent cochlear filter characteristics. The half-wave-rectified receptor
potential demonstrates the compression feature of IHC mechanical-to-electrical transduction. The
ANF synchrony level describes the non-monotonic relation between ANF response and the stimulus
level. Figure 3a-c shows a good match between analytical target and dCoNNear predictions, which
indicates that the dCoNNears accurately capture the biophysical properties of the human auditory
system.
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Figure 3: Evaluations of the dCoNNears based on key properties . (a) The dCoNNearCochlear prediction
of filter tuning (QERB) compared to TL model predictions, for a stimulation level of 40 dB SPL. (b)
The simulated dCoNNearIHC half-wave rectified receptor potential as a function of sound level. (c)
The simulated dCoNNearANF synchrony-level functions for three fiber types. (d-g) The 1kHz tone
response at different auditory processing stages and the outputs of HA models based on different
CoNNear models.

Subsequently, we assessed whether the artifacts associated with the prior CoNNEar architecture were
removed in the dCoNNear architecture. Figure 3 (d-g) illustrates the 1kHz tone response at different
auditory processing stages, as well as the HA models trained with diverse frameworks. The artifacts
associated with the outputs of the dCoNNear models were markedly reduced compared to prior
CoNNears, as observed by red tonal lines in the magnitude spectrum. Furthermore, the output from
the HA model, trained employing the dCoNNear-based framework, exhibited a notable reduction in
artifacts. These suggest that the dCoNNear-based framework can overcome artifacts generated by the
prior CoNNears. The sound quality of the resulting HA algorithm thus markedly improved as can be
appreciated from the samples provided at the link.

This work was supported by FWO Machine Hearing 2.0 (216318G) and EIC-Transition EarDiTech
(101058278).
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