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Abstract
Recognizing emotions in spoken communication is crucial for advanced human-
machine interaction. Current emotion detection methodologies often display biases
when applied cross-corpus. To address this, our study amalgamates 16 diverse
datasets, resulting in 375 hours of data across languages like English, Chinese,
and Japanese. We propose a soft labeling system to capture gradational emotional
intensities. Using the Whisper encoder and data augmentation methods inspired by
contrastive learning, our method emphasizes the temporal dynamics of emotions.
Our validation on four multilingual datasets demonstrates notable zero-shot gener-
alization. We publish our open source model weights and initial promising results
after fine-tuning on Hume-Prosody.

1 Introduction
Emotions significantly influence human communication, affecting both the message’s content and
its delivery. As human-machine interfaces evolve, machines’ capacity to comprehend and react to
human emotions emerges as a research imperative. Speech Emotion Recognition (SER) endeavors to
decode the emotional subtleties in spoken language.

However, SER’s progression has been impeded by the scarcity of varied emotional speech data.
Models often excel within their training domain but underperform in diverse real-world situations.[1]
To combat this, we curate a comprehensive dataset, as tabulated in Table 1, from 16 diverse sources,
ensuring a broad spectrum of emotions, accents, languages, and recording conditions. Beyond data
accumulation, we adopt a nuanced soft labeling approach, capturing the gradations of emotional
intensity within speech. Our end-to-end deep learning framework combines data augmentation
and adversarial training, emphasizing the temporal evolution of emotions and setting the stage for
next-generation emotion-sensitive applications. Access our open-source model at https://github.
com/spaghettiSystems/emotion_whisper/.

2 Methodology
Figure 1 shows an overview of the training setup we used for our models. In the following subsections,
we describe the main components of our methodology.

2.1 Dataset Sources and Preparation
Our dataset includes soft labels for the following emotions: ’happiness’, ’sadness’, ’disgust’, ’fear’,
’surprise’, ’anger’, ’other’, and ’neutral’. For enhanced generalization, we’ve added a ’domain’
attribute by combining the ’dataset’, ’speaker’, and ’language’ details of each audio. Recognizing the
varied labeling across datasets, we’ve harmonized them using a strategy inspired by [21]. For example,
’contempt’ is mapped to ’disgust’ with a weight of 0.5. We use 95% of our data for training and
5% for model validation. IEMOCAP’s fourth session serves as our test set, and we further evaluate
our model’s adaptability on unseen out-of-distribution datasets like EmoDB, AESDD, URDU, and
MASC.
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Dataset Samples # Speakers # Classes mean_dur(s) total_dur(h) Languages
CMU_MOSEI[2] 23258 1000 6 7.66 49.49 EN
CREMA-D[3] 7442 91 6 2.54 5.26 EN
EmoV-DB[4] 6893 4 5 4.96 9.49 EN
IEMOCAP[5] 9866 10 9 4.46 12.24 EN
JL_CORPUS[6] 2227 4 10 2.12 1.31 EN
MSP-PODCAST[7] 104096 1433 8 5.74 165.85 EN
MSP_IMPROV[8] 8265 12 4 4.08 9.37 EN
Proprietary 63723 290 8 2.87 50.73 EN
RAVDESS[9] 2452 24 8 4.09 2.79 EN
SAVEE[10] 480 4 7 3.84 0.51 EN
TESS[11] 2800 2 7 2.06 1.6 EN
VESUS[12] 14868 10 5 1.73 7.13 EN
ESD[13] 34827 20 5 2.99 28.95 EN, CN
AVSP[14] 13618 128 12 4.61 17.43 EN, FR, CN, Other
OGVC[15] 8851 13 9 1.56 3.84 JP
STUDIES[16] 5689 3 4 5.7 9.0 JP
EMO-DB[17] 494 10 6 2.8 0.38 DE
AESDD[18] 604 6 5 4.10 0.69 GR
URDU[19] 400 38 4 2.50 0.28 PK
MASC[20] 25636 68 5 1.96 13.94 CN

Table 1: Datasets used in the training and testing of this paper. We present the number of samples,
speakers, classes, languages, average duration in seconds, and total duration in hours.
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Figure 1: System diagram for training, samples concatenation, augmentation, model, and losses
computation.

2.2 Neutral Smoothing
While analyzing our datasets, we noticed variations in the available annotations; for instance,
RAVDESS includes emotion strength, while CMU-MOSEI and MSP-Podcast offer more detailed
voter information. We observed that many samples had low or even no discernible emotional intensity,
while other samples had mixed votes, all denoting low strength. We devised a technique to clarify
this within the emotional labels of such samples by boosting the weight of the "neutral" emotion. The
underlying assumption is that samples with low emotional intensity are more neutral.

Given a dataset, the average emotional intensity, Ē, is calculated as:

Ē =
1

N

N∑
i=1

Ei

where N is the total number of samples and Ei is the emotional intensity of the ith sample, computed
as:

Ei =
∑
j

ei,j
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Here, ei,j represents the emotion score for emotion j in sample i. If a sample’s intensity, Ei, is less
than Ē, a neutral smoothing factor, α, is computed:

α = min

(∣∣Ē − Ei

∣∣
Ē

, 0.45

)
The updated emotion scores, e′, are:

e′j = ej(1− α) + (1− ej)
α

M

with M being the total number of emotion categories. The primary emotion is retained by ensuring
the maximal score in e and e′ remains the same. If not, the neutral emotion’s weight in e′ is adjusted
accordingly.

2.3 Data Augmentation
A cornerstone of our methodology is the aggressive on-the-fly audio augmentation strategy. This
not only enriches our dataset but also fosters model robustness, which is particularly vital for the
temporal prediction of emotional shifts. Our augmentation suite comprises Polarity Inversion, Gain
Modification, Audio Reversal, Noise Addition, Resampling, Equalization, and Echo, all applied
at an independent random probability of 20%. In parallel, we also deploy spectrogram-centric
augmentations based on SpecAugment [22], encompassing frequency masking, time masking, and
random noise infusion. The rolling part of SpecAugment is performed at the individual waveform
level.

2.4 Data Sampling
We define our data sampling algorithm in Algorithm 1. In a nutshell, we sort the dataset by sample
length, get the list of samples within our remaining duration (initialized to 30 seconds), randomly
select one, remove it from the pool, and repeat until we reach some threshold.

Algorithm 1 Random Sample Picker Algorithm
1: procedure PREPAREDATASET(data, start, end)
2: Extract subset from data between start and end
3: Sort subset by audio durations
4: end procedure
5: function RETRIEVESEQUENCE(L)
6: cumulative_duration← 0
7: while cumulative_duration < 0.8× L do
8: Calculate remaining allowable duration as L− cumulative_duration
9: Using bisect on sorted durations, find set S of samples fitting within the remaining duration
10: if size of S is small at start then
11: Refresh the sorted list of samples
12: Continue
13: end if
14: Randomly select a sample s from S
15: Increment cumulative_duration by duration of s
16: Remove s from consideration
17: end while
18: return Constructed sequence
19: end function

2.5 Model Architecture
We adopt the Whisper-medium model[23] for our experiments. We take only the encoder and freeze
the convolutional layers. The Whisper encoder is a standard transformer encoder prepended with
convolutional layers that increase the dimensionality and cut the sequence length by a factor of two.
We add prediction heads for our tasks composed of a single linear layer. Our feature extraction routine
is identical to the one Whisper uses. We refer the reader to their paper for further details.

2.6 Training
We use multi-class cross-entropy loss for all of our tasks. We define CEemo to be the cross-entropy
loss for emotion labels and CEdom to be the cross-entropy loss for the domain labels. We set our
final loss as follows Ltotal = −CEdom ∗ wd + CEemo and find that wd = 0.01 generally works
well. We perform gradient ascent on the domain loss because we wish to minimize the amount
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of speaker/domain information that our model recognizes. This is similar to domain-adversarial
training[24] except that we conduct no unsupervised learning on any target domains. We use
the AdamW [25, 26] optimizer and Cosine One Cycle[27] learning schedule. We use gradient
accumulation to schedule the batch size to increase over time. We conduct all experiments on 4x
A100 SXM4 80GB machines using PyTorch.

3 Results
We present both zero-shot results and adaptation to Hume-Prosody [28]. All metrics are calculated
with only one sample padded to the model’s context length (30s) and no masking applied.

3.1 In Domain & Zero-shot
We report the micro F1 metric for all datasets in Table 2. This table also details our model’s F1 score
for each emotion across all datasets, providing a comprehensive view of its performance. For any
of those datasets that do not have labels that our model predicts, we "ban" those labels by adding
−1e27 to their logits. Further, we use logit adjustment [29] based on the distribution of our training
set. Datasets completely unseen during training (zero-shot) are denoted as Z-<dataset>; otherwise,
they are in-domain as described above. SER models are known to perform poorly under the zero-shot
scenario [1], which limits the scope of their deployment. We show that our model generalizes well
even to unseen languages and domains. As there is no directly comparable model that we are aware
of, we create ‘Random F1’ which is a Whisper model with a randomly initialized head.

Validation IEMOCAP S4 Z-EmoDB Z-MASC Z-URDU Z-AESDD
Random F1 15.25 14.35 12.15 17.64 24.75 18.05
Micro F1 63.71 57.56 70.09 45.20 52.49 61.92

Anger 77.01 70.76 86.92 48.61 72.09 74.36
Disgust 27.11 - 55.17 - - 39.71

Fear 74.48 - 76.80 32.00 - 63.44
Happiness 74.10 52.88 69.63 37.72 55.81 63.78

Neutral 62.03 24.38 52.83 46.71 33.33 -
Other 64.71 - - - - -

Sadness 72.35 61.72 70.80 54.96 36.60 71.59
Surprise 64.11 24.00 - - - -

Table 2: Micro F1 score on testing datasets under zero-shot setting

3.2 Hume-Prosody
For this task, we adapt our model by removing the existing prediction heads and randomly initializing
a new one with nine classes. We fine-tune the training portion of the data with the same methodology
defined above, but we employ the mean squared error metric and sigmoid function instead of cross
entropy. We present the result of our first training run, which involved no hyperparameter tuning
yet outperformed the strong baseline provided in the competition, in Table 3. We report Pearsons’
Correlation Coefficient across the mean of the classes and micro F1 score. We were not provided with
annotations for the test portion of the data; therefore, we are unable to provide comparison on that.

Method Corr on Dev F1
Ours 0.511 78.83

Wav2Vec2 0.500 -
ComParE 0.359 -

Late Fusion 0.470 -
Table 3: Correlation and F1 score compared to the baseline method. Our method presented in bold.

4 Conclusion
In this paper, we present our methodology and provide very early results on multiple datasets.
Remarkably, the model generalizes well on out-of-distribution data under the zero-shot setting.
Further, we were surprised to exceed the performance of the strong baseline with only one attempt. In
the future, we hope to extend this work with thorough evaluations of out-of-distribution datasets under
the zero-shot and few-shot settings. In our testing, we observed strong performance in predicting
emotion changes temporally, but we are still developing a strong test suite to evaluate how well the
model predicts temporal changes in emotion.
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